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ABSTRACT
Network simulation plays a crucial role in the field of net-
work research, education, and industry. However, before
conducting a simulation on traditional network simulators,
operators need to develop a simulative behavioral model,
which requires intimate knowledge of the simulator imple-
mentation. Besides, the behavioral model cannot be migrated
directly into real-world devices due to its tight coupling with
the simulator platform, resulting in redundant and error-
prone codes rewriting. Recently, P4, a high-level domain
specific language (DSL), has attracted great attention from
both academia and industry for its advantages of enabling op-
erators to define behaviors of the programmable data plane.
Inspired by the idea of DSL, we present NS4, a P4-driven

network simulator supporting simulation of P4-enabled net-
works to address the problems existing in traditional sim-
ulators. Taking advantage of P4, NS4 simplifies the devel-
opment of a behavioral model and bridges the gap between
simulation and deployment. Furthermore, to the best of our
knowledge, NS4 is the first research effort to enable simu-
lation of a P4-enabled network, providing a useful tool for
P4 research and development. In this paper, we designed
and implemented NS4, consisting of data plane models inte-
grated with ns-3, the state-of-the-art network simulator, and
control plane models to interact with the P4 pipeline. Then
we evaluated its effectiveness and efficiency by simulating
several representative P4 programs. Results show that NS4
can simulate large-scale P4-enabled networks at a low cost.
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1 INTRODUCTION
Network simulation is widely used in nearly every aspect of
network research, teaching, and industry [1] [2]. Through
simulators, the behaviors of a real-world network get mod-
eled and the corresponding results are presented. Since it is
costly to deploy a testbed network, network simulators are
typically used to validate and evaluate the design of network
protocols and entities. To conduct such a simulation on a tra-
ditional network simulator (like ns-3), operators are required
to follow the steps listed below: First, develop a behavioral
model, which implements the design of network protocol or
entity, as an internal module of the simulator. Second, set
up the network topology and define tasks performed during
the simulation. Third, trigger the simulation to test whether
the behavioral model is behaving as expected. Finally, when
verification is a success, the simulation codes need rewrit-
ing to get deployed in testbeds or vendor devices. During
this process, traditional network simulators expose some
significant drawbacks:

D1: Developing the behavioral model is time-consuming,
error-prone, and even worse, requiring intimate familiarity
with the simulator, which turns to be a steep learning curve.

D2:Tightly coupledwith the specific simulator, simulation
codes are difficult to be ported to real-world networks. For
example, to bring a network entity into reality, it is inevitable
to transform codes in a General Purpose Language (like C++)
into those in a Hardware Description Language (like Verilog)
or even Circuit Board Design. The transformation introduces
both redundant work and potential bugs.

D3: Traditional network simulators lack support for the
programmable data plane. Existing software switches sup-
porting P4 (such as bmv2 [3] and pfpsim [4]) have to run with
a network emulator (such as mininet [5]). A network emula-
tor , in contrast to a network simulator , gets constrained by
host resources, thus failing to simulate large-scale or ultra-
speed P4-enabled networks.

The root of D1 and D2 can be concluded as the tight cou-
pling between the implementation of the behavioral model
and the simulator platform. We claim implementing a be-
havioral model should not require intimate knowledge of
simulator implementation. Considering the need for sim-
ulators supporting programmable networks (D3), it is an
appealing idea to integrate P4 into the network simulator.

In this paper, we presentNS4, a P4-driven network simula-
tor supporting simulation of large-scale P4-enabled networks.
By introducing P4 into ns-3, the state-of-the-art simulation
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Table 1: Comparison of ns-3, NS4.
Attribute ns-3 NS4

Behavioral model development C++ P4
Model decoupling × √

Direct migration × √

Programmable data plane × √

platform, NS4 decouples the behavioral model from under-
lying simulation platforms. As listed in Table 1, with the
help of NS4, programmers only need to define behaviors
of packet processors, without using any simulator-specific
libraries (solution of D1). Moreover, the target independence
of P4 allows behavioral models of NS4 to be migrated directly
into real P4-enabled devices, which eliminates the redundant
code rewriting (solution of D2). Furthermore, NS4 is a help-
ful tool which helps P4 researchers simulate and validate
their works under arbitrary network contexts (solution of
D3). With NS4, P4 researchers and engineers can efficiently
evaluate various on-data-plane application designs, such as
the distributed protocol accelerator [6], the Layer-4 stateful
load balancer [7], the high-performance monitor [8], and the
key-value store cache [9] in networks of arbitrary scales.

There are several challenges in integrating P4 into ns-3.
C1: Modeling behaviors of real P4 devices (e.g., Tofino

[10] and P4FPGA [11]) based on ns-3 simulator.
C2: Existing runtime tools such as P4Runtime [12] and

ONOS-BMv2 [13] for controlling P4 programs cannot inter-
act with the simulated P4 module since ns-3 is a discrete-
event simulator. The runtime operations have to be trans-
formed into discrete events to get conducted.

C3: Simulating multiple P4 devices in a network requires
installing routing entries in every switch. Since configuring
flow entriesmanually is laborious and error-prone, automatic
population of flow entries is needed to simulate networks
with numbers of P4 devices.

NS4 builds an internal P4 pipeline to process packets as
P4 programs defined, and enables queues and buffers in a
pipeline to model behaviors of real P4 devices. To control the
internal P4 pipeline during simulation, NS4 supplies several
control modules to conduct runtime operations discretely.
Besides, borrowing the idea of reactive flow rule population
from OpenFlow [14], NS4 provides a module to compute and
populate flow entries reactively to mitigate the laborious
flow rule configuration.

Overall, this paper make the following contributions:

(1) Design and implementation of NS4, the first network
simulator supporting simulation of P4-enabled net-
works, which is available on Github [15].

(2) Design of internal queues and buffers to model the
behaviors of real devices, along with several control
modules to enable runtime operations.

(3) An evaluation of effectiveness and efficiency of NS4
by simulating several representative P4 programs.

The rest of this paper is organized as follows. We provide
background on P4 and ns-3 in Section 2. Section 3 describes
the detailed design of NS4. The evaluation of NS4 is elabo-
rated in Section 4. Section 5 introduces some related works.
Finally, we conclude our work in Section 6.

2 BACKGROUND
In this section, we briefly provide a high-level overview of
P4 language and ns-3 network simulator.

P4 language. P4 is a domain specific language for pro-
gramming behavioral of programmable data plane architec-
tures [16] [17], and is used to define how switches process the
packets, A P4-enabled switch can be abstracted as a model
containing a parser for extracting header fields, a collection
of match-action tables that process these headers, and a de-
parser for reconstructing the packets. After receiving packets,
the parser extracts fields from the header first and passes
the fields to match-action tables. Each table matches specific
fields configured by the controller, and perform the corre-
sponding actions. Finally, the deparser reconstructs packet
by writing the header fields back.

ns-3. ns-3 is a discrete-event network simulator in which
the network system is modeled as events happen at discrete
instances in time. There are several core concepts and ab-
stractions in ns-3. Node is the fundamental computing de-
vice abstraction, representing the device connecting to a
network. Application is the abstraction for a user program
that generates activities to be simulated. Channel is the ba-
sic communication subnetwork abstraction. To simulate a
network system, some common tasks is required to be done,
including creating Netdevices, allocating MAC addresses, in-
stalling NetDevices on Node, configuring the protocol stacks
of Nodes, and connecting theNetDevice toChannels, similar
to build a real-world network.

3 DESIGN
3.1 Architecture of NS4
Figure 1 shows the overall architecture of NS4. NS4 is divided
into a data plane half which contains a module for model-
ing a P4-enabled switch, NS4NetDevice, and a control plane
half composed of modules for controlling the data plane.
Developers simulate a P4-enabled device by instantiating a
NS4NetDevice, loading the P4 program, and populating flow
entries from the control plane. To assure compatibility of NS4,
NS4NetDevice can be connected to other NS4NetDevices or
traditional network devices like routers or switches (omitted
in the figure).

To control the data plane module of NS4, the control plane
is needed. It seems possible to use external controllers to
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Figure 1: NS4 architecture.

control NS4NetDevice, since ns-3 supports interacting with
external devices. However, we argue it is an inappropriate
way since it makes NS4 a network emulator, which inter-
acts with external entities and gets constrained by system
resources, rather than a simulator. Besides, the coupling
with external devices makes emulation results dependent
on system resources, which means operators can receive
different results in different devices with the same program.
To enable P4 network simulation without introducing any
external network entities, we create internal control plane
modules to populate flow entries into flow tables and collect
statistics from switches discretely. Consisting of flow table
operations, user configurations are loaded and translated
into discrete events as simulation begins, and get performed
at the appointed time. To eliminate the laborious work of
configuring routing entries, we also add a module in NS4 to
enable reactive flow entries population during simulation.
The workflow of simulating a P4 network are shown as

numbers in Figure 1: (1) Configure the behavior of data plane
by inputting compiled P4 programs to P4 pipeline configu-
rator; (2) Create control plane and configure the flow table
operations and statistics collection tasks to be performed; (3)
Build network topology, install applications and trigger the
simulation. The control configurations are transformed into
discrete events and get performed at the appointed time.

3.2 Programmable Data Plane of NS4
NS4NetDevice, designed for modeling P4 devices, is the basic
module of the NS4 programmable data plane. By supply-
ing interfaces for connecting with other network devices,
NS4NetDevice enables operators to build a P4-enabled net-
work consisting of multiple network devices. The basic goal
of NS4NetDevice is to simulate the behaviors of the real-
world P4 devices. We integrate a complete P4 pipeline into
NS4NetDevice to simulate the behaviors of a P4 program.
With the help of P4 compiler like p4c, NS4 could support all
features and both two versions of P4. Moreover, to guarantee

Ingress
Pipeline

Queue
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Multicast
Replication Queuing Egress

PipelineScheduler

Figure 2: The packet flow through the P4 pipeline of
NS4 data plane.

the fidelity of simulation and efficiency of simulation, we
make a further design on the queues and buffers.

P4 Pipeline P4 pipeline is the core of NS4NetDevice. To
enable customization of the pipeline, a configurator and a
flow table agent are abstracted in the module. On the initial-
ization of the device, the configurator loads the compiled P4
program to configure the behavior of pipeline. At runtime,
the flow table agent can be called by control modules to add,
modify, delete or query the entries of flow tables. Besides, we
add a channel manager outside to conceal details of underly-
ing channels and provide uniform interfaces for the pipeline,
which expands the scope of simulatable P4 devices of NS4.

Queuing System. There are multiple queues in the mod-
ule NS4NetDevice, and each egress port of the device can be
associated with several queues. A queuing system is imple-
mented to maintain and schedule the output queues. The
packet flow through the queuing system is abstracted as
Figure 2. When a packet leaves the ingress pipeline, it is
accompanied by a metadata which determines actions to be
taken in a queuing system, such as the set of ports to which
the packet will be sent. According to the metadata, the corre-
sponding set of queues is selected for each packet. A packet
may get replicated and be sent to multiple ports for purposes
like traffic flooding. After that, packets are moved to the
selected queues and wait to be scheduled. The scheduler
examines all queues which are eligible to transmit a packet,
dequeues and passes the packet to the egress pipeline. Differ-
ent priorities are assigned to queues, queues with a higher
priority always get scheduled prior to those with a lower
priority. For queues with the same priority, a weighted round
robin (WRR) mechanism is adopted to choose the scheduled
queue.

3.3 Control Plane of NS4
There are two main goals of the control plane in NS4: (1)
Translate the user configurations into discrete events and
trigger events at the appointed time; (2) Compute routing
paths and populate flow entries reactively for packets failing
to be matched in the P4 pipeline. NS4Runtime and Statistics
Collector are responsible for the former while NS4Controller
module accomplishes the latter.

Discrete operations. The user configurations are loaded
into control modules during device initialization and get
parsed into discrete events by control modules. Every line
in configurations corresponds to a discrete event, consist-
ing of a timestamp, a device id, a description of the action
type and the corresponding parameters, as shown in table 2.
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Table 2: NS4 event format.
Time stamp Device ID Command Type Parameters

Table 3: NS4 flow table commands.
Command Type Description Parameters Executor

table_set_default Set default entry in a match table <table name> => <action>

NS4Runtime

table_add Add entry to a match table <table name> <match fields> => <action>
table_delete Delete entry from a match table <table name> <entry handle>
table_delete_wkey Delete entry using the match key <table name> <match fields>
table_modify Modify entry in a match table <table name> <entry handle> => <action>
table_modify_wkey Modify entry using the match key <table name> <match fields> => <action>

table_dump Dump all entries in a match table <table name>
Statistics Collectorcounter_read Read value(s) from counter <counter name> <index | entry handle>

counter_reset Reset values for counter to 0 <counter name> <index | entry handle>

The timestamp determines when the event to be performed
and the device id specifies the targeted device. Commands
type along with the parameters supported by NS4 are listed
in Table 3. Events of adding, modifying and deleting table
entries are performed by NS4Runtime while other events of
dumping the tables and reading the counters are performed
by Statistics Collector.
To record and schedule the events, NS4Runtime and Sta-

tistics Collector maintains an internal queue respectively.
Events are arranged in the order of execution time in each
module and get dequeued once the simulation time meets
the appointed time.

Reactive population. It is a laborious work to manually
configure all the forwarding rules, especially in a large-scale
network. Fortunately, there are some standard routing rules
to be installed in different network simulation scenes, such
as rules to complete ARP process. Given network topology,
these rules can be computed and populated during simula-
tion. Borrowing the idea of reactive flow entry population
from OpenFlow, we design NS4Controller module to popu-
late flow entries reactively during simulation. Similar to the
packet-in mechanism in OpenFlow, default action of every
flow table is set to send the packet to NS4Controller. After
receiving packets, NS4Controller computes routing paths ac-
cording to the source and destination address of packets and
populate the flow entries.
Since the flow tables in P4 devices are defined by P4 pro-

grams, the format of flow entries and name of the targeted
table remain unknown to NS4Controller. Thus, operators
need to pass the format and table name of each switch to
NS4Controller before conducting a simulation. NS4Controller
module is designed to be optional since it brings an extra bur-
den on the system. Operators are able to choose whether to
use the module according to the scale of simulation network.

4 EVALUATION
In this section, we explore the effectiveness and efficiency of
NS4.We first evaluate the ability of NS4 to simulate a large P4-
enabled network by simulating SilkRoad, a P4 load balancer
for data center networks, in a fat-tree [18] network based
on NS4. Then, we compare the development complexity of
NS4 with original ns-3 by developing behavioral models of
several representative data plane network functions. Finally,
we evaluate the performance of NS4 along two dimensions:
(1) Resource utilization; (2) Execution time. Our experiments
are conducted on a Dell R730xd PowerEdge server [19] with
two Intel Xeon-2620 CPUs, 64GB RAM and a Gigabit NIC.

4.1 Case Study
To illustrate the effectiveness of NS4, we simulate SilkRoad
based on NS4 as a case study. In cloud data centers, a lot of
traffic comes with a virtual IP address(VIP) and needs to be
mapped to a pool of servers with direct IP addresses(DIP)
by load balancing function [20]. While software load bal-
ancer(SLB) finishes the address mapping with a high over-
head, SilkRoad enables load balancing to be performed at
wire speed by offloading load balancing function to switches.
However, since the lack of a P4-enabled simulator, it was not
possible to evaluate the performance of SilkRoad in a data
center network by simulating its behaviors until NS4.
To explore the performance of SilkRoad with NS4, we

prototype and deploy SilkRoad in a fat-tree network with
k equals 8. To make a comparison, we also implement an
SLB application on the ns-3 platform. We use a network with
k equals 4 to give a brief overview of the simulation sce-
nario in Figure 4. To model data center traffic, we generate
inbound traffic with VIPs following an on-off pattern with
exponential random distribution [21], and send it to the net-
work through core switches. Hosts connected to the same
switch are considered as a pool of servers with DIPs, pro-
viding specific service for inbound packets. After receiving
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packets with VIPs, switches deployed with SilkRoad conduct
the address mapping itself (Scenario 1 in Figure 4) while
the bare metal switches have to forward the packets to and
fetch the packets with DIPs from SLB (Scenario 2 in Figure 4).
After getting DIPs of packets, switches send packets to cor-
responding pools. We conduct simulations in two scenarios:
(1) Deploy SilkRoad in every core switch (2) Connect two
SLBs to every core switch. During simulation, we measure
the performance of system along latency and throughput in
both packet terms and flow terms.

The Cumulative Distribution Function (CDF) diagrams of
packet latency in two scenarios are shown in Figure 4(a). Ben-
efited from the high performance of switches deployed with
SilkRoad in packets processing, packets in SilkRoad scenario
have a smaller latency than those in SLB scenario. Figure 4(b)
depicts the system throughput in two scenarios. In both sce-
narios, system throughput increases as the simulation begins
and decreases to zero before simulation ends. During simula-
tion, the throughput of SilkRoad system always outperforms
that of SLB system since ASICs process packets much faster
than SLBs. Completion time and throughput of data flows
in two scenarios are depicted in Figure 4(c) and Figure 4(d).
SilkRoad provides a direct path between inbound packets
and targeted servers, eliminating the need for in-between
SLBs. Thus, TCP flows in SilkRoad scenario receive responses
faster than flows in SLB scenario, resulting in the difference
in completion time and flow throughput. The above results
indicate that SilkRoad has a better performance than tradi-
tional SLBs. This case shows that NS4 allows researchers
to simulate their P4 programs on a large-scale network for
verification and evaluation.

4.2 Development Complexity
We evaluate the development complexity of NS4 with several
representative P4 applications. To make a comparison, we
also implement these applications on the ns-3 platform. Since
the headers and parsers of P4 programs can be shared and the

0 10 20 30 40 50 60

0.0

0.2

0.4

0.6

0.8

1.0

C
D

F

Latency (us)

 SilkRoad

 SLB

(a) Packet latency.

0 20 40 60 80
0.0

1.0

2.0

3.0

4.0

T
h

ro
u

g
h

p
u

t 
(G

b
p

s)

Time (s)

 SilkRoad

 SLB

(b) System throughput.

SilkRoad SLB
10

20

30

40

50

F
C

T
 (

s)

 25%~75%

 Range within 1.5IQR

 Median Line

 Mean

(c) Flow completion time (FCT).

SilkRoad SLB

10

20

30

40

50

T
h

ro
u

g
h

p
u

t 
(M

b
p

s)

 25%~75%

 Range within 1.5IQR

 Median Line

 Mean

(d) Flow throughput.

Figure 4: Metrics measured in SilkRoad scenario and
SLB scenario.

development of them is a one-time cost, we only take codes
of match-action tables and control flows into account. Our
first application implements the Layer 2 / Layer 3 forward-
ing (L2/L3 Switch) for packets. Based on it, the following
applications accomplish several network functions includ-
ing Access Control List (ACL) to filter out specific packets,
Network Address Translation (NAT) to map IP addresses
into another address space, Source Guard (SG) to filter out
malicious packets on a Layer 2 port and Storm Control (SC)
to prevent LAN ports from disrupted by broadcast.
NS4 reduces the difficulty and workload of behavioral

model development significantly. Taking advantage of the
device independence of P4, NS4 enables operators only write
the packet processing logic codes without calling any inter-
nal libraries of the simulator. As listed in Table 4, line of
P4 applications implementing the network functions is less
than half of line of codes of C++ applications.

4.3 Simulation Performance
To explore the ability of NS4 to simulate large-scale net-
works, we simulate fat-tree networks with different k values
with NS4. As for network traffic, we randomly select com-
munication pairs including a sender and a receiver across all
hosts. In the simulation, the sender in each pair sends 1 Mbps
traffic to the receiver simultaneously. Before conducting the
simulation, we pre-calculate and populate routing flow rules
to each switch. We set simulation seconds as 100 seconds
each time and measure the performance of simulator along
resource utilization and execution time.

Resource Utilization. We select CPU and memory as
metrics to measure the resource utilization. The results are
shown in Figure 5(a) and Figure 5(b). As k value increases
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Figure 5: NS4 performance.

Table 4: Behavioral model development complexity of
ns-3 and NS4.

Cases Features ns-3 NS4

#1 L2/L3 Switch 598 165
#2 L2/L3 Switch, ACL 803 252
#3 L2/L3 Switch, ACL, NAT 1038 494
#4 L2/L3 Switch, ACL, NAT, SG, SC 1219 637

from 4 to 24, CPU utilization of ns-3 rises faster than that of
NS4. Memory occupation of NS4 increases from 131 MB to
6008 MB while memory occupation of ns-3 remains no more
than 400 MB. This is because the different routing strategies
adopted by two simulators. ns-3 adopts an on-demand rout-
ing policy in looping networks, calculating routes for packets
during the simulation, which saves memory resources but
consumes more CPU resources and requires a longer ex-
ecution time (even hours). In contrast, NS4 pre-computes
and populates routing entries in every switch, resulting in
a lower CPU utilization, a shorter execution time (minutes)
but an O(k3) memory occupation. Since not all entries will
get used in the simulation, operators can populate part of
entries to save memory.

Execution Time. As depicted in Figure 5(c), execution
time rises from 4 seconds to 178 seconds as k value increases.
The execution time of ns-3 is omitted in the figure since
it is at the hour level. NS4 is outperforming ns-3 by times
in execution time because NS4 does not need to compute
routing rules during simulation, with all forwarding rules are
calculated in advance. Thus, the simulation can be completed
in minutes even there are thousands of hosts in the network,
which allows NS4 simulation to be conducted on hosts with
limited computation resources.

5 RELATEDWORKS
Our work is motivated by both previous network simulators
and P4 toolkits, along with some industry P4 technologies.

Network Simulators. OPNet [22] is a commercial net-
work simulator based on discrete events. Besides develop-
ment environment for specification of the simulation, it also
provides a graphical GUI for the design of the simulation
[23]. ns, consists of ns-1, ns-2 [24] and ns-3 [25] is a series
of discrete-event open source network simulators developed

by different groups and organizations. ns-3, first released in
2008, has been widely used in research and teachings, and a
lot works [26] [27] [28] has been done to extend ns-3 to sup-
port more network scenarios. PFPSim provides a simulator
for programmable forwarding plane devices, which enables
operators to define the architecture and processing behavior
of device by high-level languages including C++ and P4. PF-
PSim supplies a software switch model which can load P4
programs, but it still lacks some components to simulate a
complete P4-enabled network.

P4 Toolkits. P4.org [29] offers a set of toolkits to help
compile, verify, and run P4 programs, including bmv2 which
provisions a standard behavioral model for P4 language, p4c,
a reference compiler for the P4 programming language, and
P4 Runtime which provides a control plane framework and
tool for P4. Besides, there are works about P4 compiling in
both academia and industry [30]. Barefoot Networks pro-
vides Capilano software development environment [31] to
compile P4 programs into their Tofino chips. Introducing P4
into network simulation, our work is demonstrated on [32].

6 CONCLUSIONS
In this paper, we proposed NS4, a discrete-event network
simulator for modeling a network containing one or more
P4-enabled devices. By introducing P4 into traditional net-
work simulators, NS4 not only simplifies the development
of behavioral model but also enables the simulation codes to
be migrated directly to real-world devices. To the best of our
knowledge, NS4 is the first simulator supporting large-scale
P4-enabled networks, which enables researchers to validate
and evaluate their P4 programs. We implement and eval-
uate NS4 and the results shows NS4 is able to simulate a
P4-enabled network with acceptable overhead.
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